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Q-BERT: Hessian-based Quantization for BERT

 Hessian-based ultra-low precision quantization (down to 2-bit);

 Group-wise Quantization for multi-head attention model (BERT);

 13x smaller model with at most 2% accuracy loss.
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